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Continuous Calibration 

● 4 more stations have installed a cont. cal. system and
are using it for observations: Jb, Mh (K-band), Tr, and
T6.

● In total 9 stations (Ef, Jb, Mc, Mh, Nt, On, T6, Tr, and
Ys) are using continuous calibration.

● The rest of the stations are mostly developing new
receiver or backend hardware for cont. cal. as well.



  

DBBC2 News

● Reliable 1 Gbps firmware V105/V106 in use for many
years.

● V107 beta3 firmware with up to 2 Gbps in use for
session 2, 2019. Good VLBI performance, but issues
with cont_cal.

● V107 beta4 in development, cont_cal issue is solved,
timing problems occurred.



  

Fila10G News
● A number of the GPS modules have not survived the

GPS week roll over in April 2019

● Sync via NTP still possible.

● VLBI Lab in Bonn has found new firmware and will
provide replacement modules for stations.

– Stations should check there modules

– Stations send faulty modules to Bonn and will receive
an updated exchange module

– GPS modules can be removed from the
DBBC2/Fila10G independently of the Fial10G
functionality.



  

Fila10G News

Good modules: Problematic modules:

NV08C-CSM NavSync



  

Fila10G News
● In some Fila10G the Ethernet output packet sizes

were wrong when changing from astro to geo modes
in the V4_1 firmware with date: “October 20 2017”

● A newer V4_1 version (only recompiled) from
“November 2018” seems to work better, but was not
distributed yet.



  

Disk inventory



  

Media requirements

● 2 x 250 TB goal for 2 Gbps recordings
Roughly achieved by many stations (~460 TB).

● Needs to be increased for 4 Gbps
Probably not twice, as not all stations can do 4
Gbps because of IF limitations and the offer
could be for special cases only 

● Mark6 modules? 



  

eVLBI status
e-Merlin and KVAZAR network joins eVLBI

● e-Merlin successfully joined the eVLBI network in late 2018. Jb at 2
Gbps and 4-5 out-stations at 512 Mbps.

● First participation of SV in April 2019 at 512 Mbps, participation of Bd,
Sv, Zc at 1024 Mbps in May 2019

15 stations eVLBI on May 14th at ~24 Gbps!
Shortly 18 stations, ~27 Gbps incoming traffic!



  

DBBC3 News

● Current firmware versions include:

– a direct sampling firmware for 4 GHz of bandwidth.

– Octopus: provides 2 selectable fixed filters of 512,
1024 or 2048 MHz.

– DDC for VGOS: up to 12 tunable BBCs, USB+LSB
of 32 MHz BW.

– In development: general DDC of 16 tunable BBCs,
USB+LSB, selectable BW: 4, 8, 16, 32, 64, 128 MHz
This would be fully compatible with all current
EVN/global VLBI modes 



  

EVN Software Repository

● https://github.com/evn-vlbi

https://github.com/evn-vlbi


  

EVN Wiki page updates
Receiver frequency ranges:
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Frequency_ranges_for_2%2F%2F4_Gbps

Disk inventory:
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Disk_Inventory

Recorder/Flexbuff status (2 pages):
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Mark6%2F%2FFlexbuff_status

https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Recorders_EVN_status

2 Gbps status:
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/2Gbps

eVLBI status:
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/e-VLBI_Status

EVN Spare parts
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/EVN_spare_parts

https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Frequency_ranges_for_2//4_Gbps
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Disk_Inventory
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Mark6//Flexbuff_status
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/Recorders_EVN_status
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/2Gbps
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/e-VLBI_Status
https://deki.mpifr-bonn.mpg.de/Working_Groups/EVN_TOG/EVN_spare_parts

	Folie 1
	Folie 2
	Folie 3
	Folie 4
	Folie 5
	Folie 6
	Folie 7
	Folie 8
	Folie 9
	Folie 10
	Folie 11
	Folie 12
	Folie 13

